
 

Amid reckoning on police racism, algorithm
bias in focus

July 5 2020, by Rob Lever, With Manon Billing In Paris

  
 

  

Facial recognition technology is increasingly used in law enforcement, amid
concerns that low accuracy for people of color could reinforce racial bias

A wave of protests over law enforcement abuses has highlighted
concerns over artificial intelligence programs like facial recognition
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which critics say may reinforce racial bias.

While the protests have focused on police misconduct, activists point out
flaws that may lead to unfair applications of technologies for law
enforcement, including facial recognition, predictive policing and "risk
assessment" algorithms.

The issue came to the forefront recently with the wrongful arrest in
Detroit of an African American man based on a flawed algorithm which
identified him as a robbery suspect.

Critics of facial recognition use in law enforcement say the case
underscores the pervasive impact of a flawed technology.

Mutale Nkonde, an AI researcher, said that even though the idea of bias
and algorithms has been debated for years, the latest case and other
incidents have driven home the message.

"What is different in this moment is we have explainability and people
are really beginning to realize the way these algorithms are used for
decision-making," said Nkonde, a fellow at Stanford University's Digital
Society Lab and the Berkman-Klein Center at Harvard.

Amazon, IBM and Microsoft have said they would not sell facial
recognition technology to law enforcement without rules to protect
against unfair use. But many other vendors offer a range of technologies.
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Many algorithms designed for criminal justice were meant to eliminate bias, but
analysts say the data used can merely reinforce historical trends

Secret algorithms

Nkonde said the technologies are only as good as the data they rely on.

"We know the criminal justice system is biased, so any model you create
is going to have 'dirty data,'" she said.

Daniel Castro of the Information Technology & Innovation Foundation,
a Washington think tank, said however it would be counterproductive to
ban a technology which automates investigative tasks and enables police
to be more productive.
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"There are (facial recognition) systems that are accurate, so we need to
have more testing and transparency," Castro said.

"Everyone is concerned about false identification, but that can happen
whether it's a person or a computer."

Seda Gurses, a researcher at the Netherlands-based Delft University of
Technology, said one problem with analyzing the systems is that they use
proprietary, secret algorithms, sometimes from multiple vendors.

"This makes it very difficult to identify under what conditions the
dataset was collected, what qualities these images had, how the algorithm
was trained," Gurses said.
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San Francisco and several other cities have banned the use of facial recognition
by police amid concerns about accuracy, while some big tech firms have
suspended sales of the technology to law enforcement

Predictive limits

The use of artificial intelligence in "predictive policing," which is
growing in many cities, has also raised concerns over reinforcing bias.

The systems have been touted to help make better use of limited police
budgets, but some research suggests it increases deployments to
communities which have already been identified, rightly or wrongly, as
high-crime zones.

These models "are susceptible to runaway feedback loops, where police
are repeatedly sent back to the same neighborhoods regardless of the
actual crime rate," said a 2019 report by the AI Now Institute at New
York University, based a study of 13 cities using the technology.

These systems may be gamed by "biased police data," the report said.

In a related matter, an outcry from academics prompted the cancellation
of a research paper which claimed facial recognition algorithms could
predict with 80 percent accuracy if someone is likely to be a criminal.

Robots vs humans

Ironically, many artificial intelligence programs for law enforcement and
criminal justice were designed with the hope of reducing bias in the
system.
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Facial recognition is used by law enforcement around the world, including in
China, where activists say it may help authorities carry out human rights abuses

So-called risk assessment algorithms were designed to help judges and
others in the system make unbiased recommendations on who is sent to
jail, or released on bond or parole.

But the fairness of such a system was questioned in a 2019 report by the
Partnership on AI, a consortium which includes tech giants including
Google and Facebook, as well as organizations such as Amnesty
International and the American Civil Liberties Union.

"It is perhaps counterintuitive, but in complex settings like criminal
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justice, virtually all statistical predictions will be biased even if the data
was accurate, and even if variables such as race are excluded, unless
specific steps are taken to measure and mitigate bias," the report said.

Nkonde said recent research highlights the need to keep humans in the
loop for important decisions.

"You cannot change the history of racism and sexism," she said. "But
you can make sure the algorithm does not become the final decision
maker."

Castro said algorithms are designed to carry out what public officials
want, and the solution to unfair practices lies more with policy than
technology.

"We can't always agree on fairness," he said. "When we use a computer
to do something, the critique is leveled at the algorithm when it should
be at the overall system."
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