
 

How to use AI for discovery without leading
science astray
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A new statistical technique allows researchers to safely use machine learning
predictions to test scientific hypotheses. This image shows an artistic
interpretation of the technique, called prediction-powered inference, which has
been generated by the DALL-E AI system. Credit: Michael Jordan

Over the past decade, AI has permeated nearly every corner of science:
Machine learning models have been used to predict protein structures,
estimate the fraction of the Amazon rainforest that has been lost to
deforestation and even classify faraway galaxies that might be home to
exoplanets.

But while AI can be used to speed scientific discovery—helping
researchers make predictions about phenomena that may be difficult or
costly to study in the real world—it can also lead scientists astray. In the
same way that chatbots sometimes "hallucinate," or make things up,
machine learning models can sometimes present misleading or
downright false results.

In a paper published online in Science, researchers at the University of
California, Berkeley, present a new statistical technique for safely using
the predictions obtained from machine learning models to test scientific
hypotheses.

The technique, called prediction-powered inference (PPI), uses a small
amount of real-world data to correct the output of large, general
models—such as AlphaFold, which predicts protein structures—in the
context of specific scientific questions.

"These models are meant to be general: They can answer many
questions, but we don't know which questions they answer well and
which questions they answer badly—and if you use them naively,
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without knowing which case you're in, you can get bad answers," said
study author Michael Jordan, the Pehong Chen Distinguished Professor
of electrical engineering and computer science and of statistics at UC
Berkeley. "With PPI, you're able to use the model, but correct for
possible errors, even when you don't know the nature of those errors at
the outset."

The risk of hidden biases

When scientists conduct experiments, they're not just looking for a
single answer—they want to obtain a range of plausible answers. This is
done by calculating a "confidence interval," which, in the simplest case,
can be found by repeating an experiment many times and seeing how the
results vary.

In most science studies, a confidence interval usually refers to a
summary or combined statistic, not individual data points.
Unfortunately, machine learning systems focus on individual data points,
and thus do not provide scientists with the kinds of uncertainty
assessments that they care about. For instance, AlphaFold predicts the
structure of a single protein, but it doesn't provide a notion of confidence
for that structure, nor a way to obtain confidence intervals that refer to
general properties of proteins.

Scientists may be tempted to use the predictions from AlphaFold as if
they were data to compute classical confidence intervals, ignoring the
fact that these predictions are not data. The problem with this approach
is that machine learning systems have many hidden biases that can skew
the results. These biases arise, in part, from the data on which they are
trained, which are generally existing scientific research that may not
have had the same focus as the current study.

"Indeed, in scientific problems, we're often interested in phenomena
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which are at the edge between the known and the unknown," Jordan said.
"Very often, there aren't much data from the past that are at that edge,
and that makes generative AI models even more likely to 'hallucinate,"
producing output that is unrealistic."

Calculating valid confidence intervals

PPI allows scientists to incorporate the predictions from models like
AlphaFold without making any assumptions about how the model was
built or the data it was trained on. To do this, PPI requires a small
amount of data that is unbiased, with respect to the specific hypothesis
being investigated, paired with machine learning predictions
corresponding to that data. By bringing these two sources of evidence
together, PPI is able to form valid confidence intervals.

For example, the research team applied the PPI technique to algorithms
that can pinpoint areas of deforestation in the Amazon using satellite
imagery. These models were accurate, overall, when tested individually
on regions in the forest; however, when these assessments were
combined to estimate deforestation across the entire Amazon, the
confidence intervals became highly skewed. This is likely because the
model struggled to recognize certain newer patterns of deforestation.

With PPI, the team was able to correct for the bias in the confidence
interval using a small number of human-labeled regions of deforestation.

The team also showed how the technique can be applied to a variety of
other research, including questions about protein folding, galaxy
classification, gene expression levels, counting plankton, and the
relationship between income and private health insurance.

"There's really no limit on the type of questions that this approach could
be applied to," Jordan said. "We think that PPI is a much-needed
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component of modern data-intensive, model-intensive and collaborative
science."

Additional co-authors include Anastasios N. Angelopoulos, Stephen
Bates, Clara Fannjiang and Tijana Zrnic of UC Berkeley.

  More information: Anastasios N. Angelopoulos et al, Prediction-
powered inference, Science (2023). DOI: 10.1126/science.adi6000
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