
 

AI is here, and everywhere: Three AI
researchers look to the challenges ahead in
2024
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2023 was an inflection point in the evolution of artificial intelligence and
its role in society. The year saw the emergence of generative AI, which
moved the technology from the shadows to center stage in the public
imagination. It also saw boardroom drama in an AI startup dominate the
news cycle for several days. And it saw the Biden administration issue an
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executive order and the European Union pass a law aimed at regulating
AI, moves perhaps best described as attempting to bridle a horse that's
already galloping along.

We've assembled a panel of AI scholars to look ahead to 2024 and
describe the issues AI developers, regulators and everyday people are
likely to face, and to give their hopes and recommendations.

Casey Fiesler, Associate Professor of Information
Science, University of Colorado Boulder

2023 was the year of AI hype. Regardless of whether the narrative was
that AI was going to save the world or destroy it, it often felt as if visions
of what AI might be someday overwhelmed the current reality. And
though I think that anticipating future harms is a critical component of
overcoming ethical debt in tech, getting too swept up in the hype risks
creating a vision of AI that seems more like magic than a technology that
can still be shaped by explicit choices. But taking control requires a
better understanding of that technology.

One of the major AI debates of 2023 was around the role of ChatGPT
and similar chatbots in education. This time last year, most relevant
headlines focused on how students might use it to cheat and how
educators were scrambling to keep them from doing so—in ways that 
often do more harm than good.

However, as the year went on, there was a recognition that a failure to
teach students about AI might put them at a disadvantage, and many
schools rescinded their bans. I don't think we should be revamping
education to put AI at the center of everything, but if students don't learn
about how AI works, they won't understand its limitations—and
therefore how it is useful and appropriate to use and how it's not. This
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isn't just true for students. The more people understand how AI works,
the more empowered they are to use it and to critique it.

So my prediction, or perhaps my hope, for 2024 is that there will be a
huge push to learn. In 1966, Joseph Weizenbaum, the creator of the
ELIZA chatbot, wrote that machines are "often sufficient to dazzle even
the most experienced observer," but that once their "inner workings are
explained in language sufficiently plain to induce understanding, its
magic crumbles away." The challenge with generative artificial
intelligence is that, in contrast to ELIZA's very basic pattern matching
and substitution methodology, it is much more difficult to find language
"sufficiently plain" to make the AI magic crumble away.

I think it's possible to make this happen. I hope that universities that are 
rushing to hire more technical AI experts put just as much effort into
hiring AI ethicists. I hope that media outlets help cut through the hype. I
hope that everyone reflects on their own uses of this technology and its
consequences. And I hope that tech companies listen to informed
critiques in considering what choices continue to shape the future.

Kentaro Toyama, Professor of Community Information, University
of Michigan

In 1970, Marvin Minsky, the AI pioneer and neural network skeptic, told
Life magazine, "In from three to eight years we will have a machine with
the general intelligence of an average human being." With the singularity
, the moment artificial intelligence matches and begins to exceed human
intelligence—not quite here yet—it's safe to say that Minsky was off by
at least a factor of 10. It's perilous to make predictions about AI.

Still, making predictions for a year out doesn't seem quite as risky. What
can be expected of AI in 2024? First, the race is on! Progress in AI had
been steady since the days of Minsky's prime, but the public release of
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https://dl.acm.org/doi/10.1145/365153.365168
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ChatGPT in 2022 kicked off an all-out competition for profit, glory and
global supremacy. Expect more powerful AI, in addition to a flood of
new AI applications.

The big technical question is how soon and how thoroughly AI engineers
can address the current Achilles' heel of deep learning—what might be
called generalized hard reasoning, things like deductive logic. Will quick
tweaks to existing neural-net algorithms be sufficient, or will it require a
fundamentally different approach, as neuroscientist Gary Marcus 
suggests? Armies of AI scientists are working on this problem, so I
expect some headway in 2024.

Meanwhile, new AI applications are likely to result in new problems,
too. You might soon start hearing about AI chatbots and assistants
talking to each other, having entire conversations on your behalf but
behind your back. Some of it will go haywire—comically, tragically or
both. Deepfakes, AI-generated images and videos that are difficult to
detect are likely to run rampant despite nascent regulation, causing more
sleazy harm to individuals and democracies everywhere. And there are
likely to be new classes of AI calamities that wouldn't have been possible
even five years ago.

Speaking of problems, the very people sounding the loudest alarms about
AI—like Elon Musk and Sam Altman—can't seem to stop themselves
from building ever more powerful AI. I expect them to keep doing more
of the same. They're like arsonists calling in the blaze they stoked
themselves, begging the authorities to restrain them. And along those
lines, what I most hope for 2024—though it seems slow in coming—is
stronger AI regulation, at national and international levels.

Anjana Susarla, Professor of Information Systems,
Michigan State University
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https://www.mathworks.com/discovery/deep-learning.html
https://medium.com/@kentarotoyama/characterizing-generative-ai-circa-2023-d73a4d334bef
https://www.livescience.com/21569-deduction-vs-induction.html
https://dblp.org/pid/164/5919.html
https://arxiv.org/ftp/arxiv/papers/2002/2002.06177.pdf
https://www.nytimes.com/2023/01/22/business/media/deepfake-regulation-difficulty.html
https://edition.cnn.com/2023/04/17/tech/elon-musk-ai-warning-tucker-carlson/index.html
https://edition.cnn.com/2023/10/31/tech/sam-altman-ai-risk-taker/index.html


 

In the year since the unveiling of ChatGPT, the development of
generative AI models is continuing at a dizzying pace. In contrast to 
ChatGPT a year back, which took in textual prompts as inputs and
produced textual output, the new class of generative AI models are
trained to be multi-modal, meaning the data used to train them comes
not only from textual sources such as Wikipedia and Reddit, but also
from videos on YouTube, songs on Spotify, and other audio and visual
information. With the new generation of multi-modal large language
models (LLMs) powering these applications, you can use text inputs to
generate not only images and text but also audio and video.

Companies are racing to develop LLMs that can be deployed on a
variety of hardware and in a variety of applications, including running an
LLM on your smartphone. The emergence of these lightweight LLMs
and open source LLMs could usher in a world of autonomous AI agents
—a world that society is not necessarily prepared for.

These advanced AI capabilities offer immense transformative power in
applications ranging from business to precision medicine. My chief
concern is that such advanced capabilities will pose new challenges for 
distinguishing between human-generated content and AI-generated
content, as well as pose new types of algorithmic harms.

The deluge of synthetic content produced by generative AI could unleash
a world where malicious people and institutions can manufacture
synthetic identities and orchestrate large-scale misinformation. A flood
of AI-generated content primed to exploit algorithmic filters and
recommendation engines could soon overpower critical functions such as
information verification, information literacy and serendipity provided
by search engines, social media platforms and digital services.

The Federal Trade Commission has warned about fraud, deception,
infringements on privacy and other unfair practices enabled by the ease
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of AI-assisted content creation. While digital platforms such as YouTube
have instituted policy guidelines for disclosure of AI-generated content,
there's a need for greater scrutiny of algorithmic harms from agencies
like the FTC and lawmakers working on privacy protections such as the
American Data Privacy & Protection Act.

A new bipartisan bill introduced in Congress aims to codify algorithmic
literacy as a key part of digital literacy. With AI increasingly intertwined
with everything people do, it is clear that the time has come to focus not
on algorithms as pieces of technology but to consider the contexts the
algorithms operate in: people, processes and society.

This article is republished from The Conversation under a Creative
Commons license. Read the original article.
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