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Examples of feature attribution-based XAI methods on audio models. The
positively relevant features toward the predicted class are marked in green. ©
2022 IEEE. Reprinted, with permission, from Wullenweber A, Akman A,
Schuller BW. CoughLIME: Sonified Explanations for the Predictions of
COVID-19 Cough Classifiers. Annu Int Conf IEEE Eng Med Biol Soc. 2022
Jul;2022:1342-1345. doi: 10.1109/EMBC48229.2022.9871291. PMID:
36086189. Credit: Intelligent Computing (2023). DOI: 10.34133/icomputing.0074

AI decision-making is now common in self-driving cars, patient
diagnosis and legal consultation, and it needs to be safe and trustworthy.
Researchers have been trying to demystify complex AI models by
developing interpretable and transparent models, collectively known as
explainable AI methods or explainable AI (XAI) methods. A research
team offered their insight specifically into audio XAI models in a review
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article published in Intelligent Computing.

Although audio tasks are less researched than visual tasks, their
expressive power is not less important. Audio signals are easy to
understand and communicate, as they typically depend less on expert
explanations than visual signals do. Moreover, scenarios like speech
recognition and environmental sound classification are inherently audio-
specific.

The review categorizes existing audio XAI methods into two groups:
general methods applicable to audio models and audio-specific methods.

Using general methods means choosing an appropriate generic model
originally built for non-audio tasks and adjusting it to suit a certain audio
task. These methods explain audio models through various input
representations like spectrograms and waveforms and different output
formats like features, examples, and concepts.

Popular general methods include guided backpropagation, which
enhances the standard backpropagation process by highlighting the most
relevant parts of the input data; LIME, which approximates a complex
model with a simpler model; and network dissection, which analyzes the
internal representations learned by a neural network.

Audio-specific methods, on the other hand, are specially designed for
audio tasks. They aim to decompose audio inputs into meaningful
components, focusing on the auditory nature of audio data. Some
examples are CoughLIME, which provides sonified explanations for
cough sounds in COVID-19 detection, and audioLIME, which uses
source separation to explain music tagging models by attributing
importance to audio components.

XAI methods can also be categorized by their stage, scope, input data
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type, and output format. Stage refers to the period where the
explanations are generated, whether before, during, or after the training
process. Scope determines whether the explanation targets the entire 
model or a specific input.

XAI usually involves different strategies, such as explaining with
predefined rules or specific input examples, highlighting the most
important features, focus areas, or input changes, and using simpler
models to explain complex ones locally.

The research team identifies several ways audio models could be made
more interpretable, such as using raw waveforms or spectrograms to
provide listenable explanations and defining higher-level concepts in
audio data, which is similar to how superpixels are used in image data.
They also believe the expressive power of audio explanations could be
extended to non-audio models, and offering a complementary
communication channel for vision-based user interactions could be one
possibility.

  More information: Alican Akman et al, Audio Explainable Artificial
Intelligence: A Review, Intelligent Computing (2023). DOI:
10.34133/icomputing.0074
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