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Looking for a specific action in a video? This
Al-based method can find it for you

May 29 2024, by Adam Zewe

Training Setup: Unlabeled videos with narrated instructions

"To this we will add
one carrot chopped ||

into jong julliens ..." | "... you can use the
L | forks to pull it a bit
e appart..."

Evaluation Setup: Free text referential queries - "Crack egg”, "mix egg", etc. ...

| "... stir it a bit so it mixes
o well.."

background  "Crack egg" background

Learning Spatio-temporal grounding in untrimmed videos: In training, we learn
from unlabeled videos without human annotation. In evaluation, we perform
spatio-temporal grounding using an action description such as "crack egg" as a
query. The model needs to localize both the action's temporal boundary and
spatial region in the long untrimmed video. We visualize the heat-map from the
annotation points as well as derived bounding boxes. Credit: arXiv (2023). DOI:
10.48550/arxiv.2303.16990
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The internet is awash in instructional videos that can teach curious
viewers everything from cooking the perfect pancake to performing a
life-saving Heimlich maneuver.

But pinpointing when and where a particular action happens in a long
video can be tedious. To streamline the process, scientists are trying to
teach computers to perform this task. Ideally, a user could just describe
the action they're looking for, and an AI model would skip to its location
in the video.

However, teaching machine-learning models to do this usually requires a
great deal of expensive video data that have been painstakingly hand-
labeled.

A new, more efficient approach from researchers at MIT and the MIT-
IBM Watson Al Lab trains a model to perform this task, known as spatio-
temporal grounding, using only videos and their automatically generated
transcripts.

The researchers teach a model to understand an unlabeled video in two
distinct ways: by looking at small details to figure out where objects are
located (spatial information) and looking at the bigger picture to
understand when the action occurs (temporal information).

Compared to other Al approaches, their method more accurately
identifies actions in longer videos with multiple activities. Interestingly,
they found that simultaneously training on spatial and temporal
information makes a model better at identifying each individually.

In addition to streamlining online learning and virtual training processes,

this technique could also be useful in health care settings by rapidly
finding key moments in videos of diagnostic procedures, for example.
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"We disentangle the challenge of trying to encode spatial and temporal
information all at once and instead think about it like two experts
working on their own, which turns out to be a more explicit way to
encode the information.

"Our model, which combines these two separate branches, leads to the
best performance," says Brian Chen, lead author of a paper on this
technique, which is now posted to the arXiv preprint server.

Chen, a 2023 graduate of Columbia University who conducted this
research while a visiting student at the MIT-IBM Watson Al Lab, is
joined on the paper by James Glass, senior research scientist, member of
the MIT-IBM Watson Al Lab, and head of the Spoken Language
Systems Group in the Computer Science and Artificial Intelligence
Laboratory (CSAIL); Hilde Kuehne, a member of the MIT-IBM Watson
Al Lab who is also affiliated with Goethe University Frankfurt; and
others at MIT, Goethe University, the MIT-IBM Watson Al Lab, and
Quality Match GmbH.

The research will be presented at the Conference on Computer Vision
and Pattern Recognition (CVPR 2024), held in Seattle June 17-21.

Global and local learning

Researchers usually teach models to perform spatio-temporal grounding
using videos in which humans have annotated the start and end times of
particular tasks.

Not only is generating these data expensive, but it can be difficult for
humans to figure out exactly what to label. If the action is "cooking a
pancake," does that action start when the chef begins mixing the batter
or when she pours it into the pan?
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"This time, the task may be about cooking, but next time, it might be
about fixing a car. There are so many different domains for people to
annotate. But if we can learn everything without labels, it is a more
general solution,”" Chen says.

For their approach, the researchers use unlabeled instructional videos
and accompanying text transcripts from a website like YouTube as
training data. These don't need any special preparation.

They split the training process into two pieces. For one, they teach a
machine-learning model to look at the entire video to understand what
actions happen at certain times. This high-level information is called a
global representation.

For the second, they teach the model to focus on a specific region in
parts of the video where action is happening. In a large kitchen, for
instance, the model might only need to focus on the wooden spoon a
chef is using to mix pancake batter, rather than the entire counter. This
fine-grained information is called a local representation.

The researchers incorporate an additional component into their
framework to mitigate misalignments that occur between narration and
video. Perhaps the chef talks about cooking the pancake first and
performs the action later.

To develop a more realistic solution, the researchers focused on uncut
videos that are several minutes long. In contrast, most Al techniques
train using few-second clips that someone trimmed to show only one
action.

A new benchmark

But when they came to evaluate their approach, the researchers couldn't
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find an effective benchmark for testing a model on these longer, uncut
videos—so they created one.

To build their benchmark dataset, the researchers devised a new
annotation technique that works well for identifying multistep actions.
They had users mark the intersection of objects, like the point where a
knife edge cuts a tomato, rather than drawing a box around important
objects.

"This is more clearly defined and speeds up the annotation process,
which reduces the human labor and cost," Chen says.

Plus, having multiple people do point annotation on the same video can
better capture actions that occur over time, like the flow of milk being
poured. All annotators won't mark the exact same point in the flow of
liquid.

When they used this benchmark to test their approach, the researchers
found that it was more accurate at pinpointing actions than other Al
techniques.

Their method was also better at focusing on human-object interactions.
For instance, if the action is "serving a pancake," many other approaches
might focus only on key objects, like a stack of pancakes sitting on a
counter. Instead, their method focuses on the actual moment when the
chef flips a pancake onto a plate.

Next, the researchers plan to enhance their approach so models can
automatically detect when text and narration are not aligned, and switch
focus from one modality to the other. They also want to extend their
framework to audio data, since there are usually strong correlations
between actions and the sounds objects make.
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More information: Brian Chen et al, What, when, and where?—Self-
Supervised Spatio-Temporal Grounding in Untrimmed Multi-Action
Videos from Narrated Instructions, arXiv (2023). DOI:
10.48550/arxiv.2303.16990

This story is republished courtesy of MIT News
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