Ethics of AI: how should we treat rational, sentient robots – if they existed?
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As intellectual speculation, to consider the ethics of the treatment of rational, sentient machines is interesting. But two common arguments might suggest that the matter has no practical relevance and any ethical questions need not be taken seriously.

The first is that such artificial people could not possibly exist. The second, often raised in the abortion debate, is that only persons who have living and independently viable human bodies are due moral respect and are worthy of moral consideration. As we shall see, these arguments are debatable.

Mind, matter and emergent properties

We might suppose that mental phenomena—consciousness, thoughts, feelings and so on, are somehow different from the stuff that constitutes computers and other machines manufactured by humans. And we might suppose that material brains and material machines are fundamentally different from conscious minds. But whether or not such suppositions are true—and I think that they are—it does not follow that sentient, consciously aware, artificially produced people are not possible.

The French sociologist Emile Durkheim has argued very convincingly that we should beware of simplistic arguments in social science. Social phenomena, such as language, could not exist without the interaction of individual human beings with their particular psychological and biological features. But it does not follow that the resultant social phenomena—or “emergent properties”—can be completely and correctly explained solely in terms of these features.

The same point about the possibility of emergent properties applies to all sciences. There could not be, for instance, computers of the sort I am now working at without the pieces of plastic, wires,
silicon chips and so forth that make up the machine. Still, the operations of a computer cannot be explained solely in terms of the features of these individual components. Once these components are combined and interact in particular ways with electricity, a phenomenon of a new sort emerges: a computer. Similarly, once computers are combined and interact in particular ways, the internet is created. But clearly, the internet is a different sort of phenomenon from a tangible, physical computer.

In a similar way, we need not suppose that minds are reducible to brains, molecules, atoms or any other physical elements that are required for them to function. They might be entities of a different sort that emerge from particular interactions and combinations of them.

There's no obvious logical reason why conscious awareness of the sort that human beings possess—the capacity to think and make decisions—could not appear in a human machine some day. Whether it is physically possible and, therefore likely to actually happen, is open to debate.

**Do machines deserve our consideration?**

It doesn't seem controversial to say that we shouldn't slander dead people or wantonly destroy the planet so that future generations of unborn people are unable to enjoy it as we have. Both groups are due moral respect and consideration. They should be regarded as potential objects of our moral duties and potential recipients of our benevolence.

But the dead and the yet to be born do not have viable bodies of any sort—whether natural or artificial. To deny conscious persons moral respect and consideration on the grounds that they had artificial rather than natural bodies would seem to be arbitrary and whimsical. It would require a justification, and it is not obvious what that might be.

One day, maybe sooner than we think, a consideration of the ethics of the treatment of rational, sentient machines might turn out to be more than an abstract academic exercise.