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Facial recognition: UK plans to monitor
migrant offenders are unethical—and they
won't work

August 18 2022, by Namrata Primlani
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One afternoon in our lab, my colleague and I were testing our new
prototype for a facial recognition software on a laptop. The software
used a video camera to scan our faces and guess our age and gender. It
correctly guessed my age but when my colleague, who was from Africa,
tried it out, the camera didn't detect a face at all. We tried turning on
lights in the room, adjusted her seating and background, but the system
still struggled to detect her face.

After many failed attempts, the software finally detected her face—but
got her age wrong and gave the wrong gender.

Our software was only a prototype, but the difficulty working with
darker skin tones reflects the experiences of people of color who try to
use facial recognition technology. In recent years, researchers have
demonstrated the unfairness in facial recognition systems, finding that
the software and algorithms developed by big technology companies are
more accurate at recognizing lighter skin tones than darker ones.

Yet recently, the Guardian reported that the UK Home Office plans to
make migrants convicted of criminal offenses scan their faces five times
a day using a smart watch equipped with facial recognition technology.
A spokesperson for the Home Office said facial recognition technology
would not be used on asylum seekers arriving in the UK illegally, and
that the report on its use on migrant offenders was "purely speculative.'

Get the balance right

There will always be a tension between national security and individual
rights. Security for the many can take priority over privacy for a few.
For example, in November 2015 when the terrorist group ISIS attacked
Paris, killing 130 people, the Paris police found a phone that one of the
terrorists had abandoned at the scene, and read messages stored on it.
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http://proceedings.mlr.press/v81/buolamwini18a.html?mod=article_inline
https://www.theguardian.com/politics/2022/aug/05/facial-recognition-smartwatches-to-be-used-to-monitor-foreign-offenders-in-uk
https://techxplore.com/tags/facial+recognition+technology/
https://techxplore.com/tags/asylum+seekers/
https://link.springer.com/article/10.1007/s10551-016-3233-4
https://link.springer.com/article/10.1007/s10551-016-3233-4
https://www.france24.com/en/20151118-text-found-binned-mobile-phone-bataclan-encryption-paris-attacks
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There 1s a lot of nuance to this issue. We must ask ourselves, whose
rights are curbed by a breach of privacy, to what degree, and who judges
if a breach of privacy is in balance with the severity of a criminal
offense?

In the case of offenders taking photographs of their faces several times a
day, we could argue the breach of privacy is in the national security
interest for most people, if the crime is serious. The government is
entitled to make such a decision as it is responsible for the safety of its
citizens. For minor offenses, however, face recognition may be too
strong a measure.

In its plan, the Home Office has not differentiated between minor and

serious offenders; nor has it provided convincing evidence that facial
recognition improves people's compliance with immigration law.

3/6


https://people.cs.umass.edu/~elm/papers/FRTintheWild.pdf
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Worldwide, we know facial recognition is more likely to be used to
police people of color by monitoring their movements more often than
those of white people. This is despite the fact that facial recognition
systems are more accurate with lighter than darker skin tones.

Taking a picture of your face and uploading it five times a day could feel
demeaning. Glitches with darker skin tones could make checking into
the system more than just a frustrating experience. There could be
serious consequences for offenders if the technology fails.
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https://core.ac.uk/works/54207934
https://core.ac.uk/works/54207934
https://bigbrotherwatch.org.uk/wp-content/uploads/2018/05/Face-Off-final-digital-1.pdf
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The flaws in facial recognition might also create national security issues
for the government. For example, it might misidentify the face of one
person as another. Facial recognition technology is not ready for
something as important as national security.

The alternative

Another option the government is considering for migrant offenders is
location tracking. Electronic monitoring already keeps track of people
with criminal records in the UK using ankle tags, and it would make
sense to apply the same technology to migrant and non-migrant
offenders equally.

Location tracking comes with its own ethical issues for personal privacy
and racial surveillance. Due to the intrusive nature of electronic
monitoring, some people who wear these devices can suffer from
depression, anxiety or suicidal thoughts.

But location tracking technology gives options, at least. For example,
data can be handled sensitively by following data privacy guidelines such
as the UK's Data Protection Act 2018. We can minimize the amount of
location data we collect by only tracking someone's location once or
twice a day. We can anonymize the data, only making people's names
visible when and where necessary.

The UK Home Office could use location data to flag up suspicious
activity, such as if an offender enters an area from which they have been
barred. For minor offenders, we need not track the person's exact
location but only the general area, such as a postcode or town.

As a society, we should strive to maintain the dignity and privacy of
people, except in the most serious cases. More importantly, we should
ensure technology does not have the potential to discriminate against a
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https://techxplore.com/tags/facial+recognition/
https://techxplore.com/tags/national+security/
https://www.gov.uk/government/news/tens-of-thousands-more-criminals-to-be-tagged-to-cut-crime-and-protect-victims
https://www.gov.uk/government/news/tens-of-thousands-more-criminals-to-be-tagged-to-cut-crime-and-protect-victims
https://core.ac.uk/works/68321747
https://core.ac.uk/works/8113207?source=1&algorithmId=15&similarToDoc=8565700&similarToDocKey=CORE&recSetID=fa863cbe-c736-4eda-9069-9ddd18e7d1f2&position=1&recommendation_type=same_repo&otherRecs=8113207,8512890,18775066,4206661,8542302
https://www.theguardian.com/politics/2022/aug/05/facial-recognition-smartwatches-to-be-used-to-monitor-foreign-offenders-in-uk
https://www.theguardian.com/politics/2022/aug/05/facial-recognition-smartwatches-to-be-used-to-monitor-foreign-offenders-in-uk
https://arxiv.org/abs/1810.03568
https://link.springer.com/article/10.1007/s11948-013-9462-3
https://www.gov.uk/data-protection
https://techxplore.com/tags/offender/

Tech?$plore

group of people based on their ethnicity. The law and regulation should
apply equally to all people.

The Home Office spokesperson added: "The public expects us to
monitor convicted foreign national offenders ... Foreign criminals
should be in no doubt of our determination to deport them, and the
government is doing everything possible to increase the number of
foreign national offenders being deported."

This article is republished from The Conversation under a Creative
Commons license. Read the original article.
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